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    28      Neural Computation in Sensory Systems  

    XAQ   PITKOW    AND    MARKUS   MEISTER      

  ABSTRACT     An animal ’ s brain must extract from the onslaught 

of raw sense data the few bits of information that actually 

matter for the guidance of behavior. Accordingly, one finds 

neurons in the upper echelons of a sensory system that report 

very selectively on high-level features of the stimulus while 

remaining invariant to many low-level perturbations. For 

example, “face cells” in the primate visual cortex respond 

selectively to one person ’ s face regardless of the view angle, 

scale, or illumination. The emergence of such complex 

pattern detectors is one of the stunning phenomena in 

sensory neuroscience. In studies that trace signal flow through 

the associated neural circuits, the most common tool is the 

measurement of sensory receptive fields. Here we review the 

tenets and basic results of receptive field analysis and place it 

in a common framework with the task of selective feature 

detection. We show that classic receptive field measurement—

with its focus on the linear summation of stimulus variables—

has little to contribute on the subject of feature computation. 

On the other hand, a cascade of simple nonlinear operations 

can indeed account for high-level pattern detector neurons, 

and hints of such organization are found in the brains of 

diverse animals.  

       Consider a human typist copying a handwritten manu-

script. His brain converts visual signals that enter the 

eye into motor signals that drive the fingers. How much 

information is involved in this task? At the input, the 

typist ’ s eye can receive about 10 9  bits per second of raw 

visual    information. 1  At the output, the typist generates 

about 20 bits per second of movement information. 2  

This modest number is in line with other estimates for 

the information rate of human behavior (Eriksson, 

 1996 ; Pierce & Karlin,  1957 ). So the task of the typist ’ s 

sensory system is to extract, every second from a data 

deluge of 10 9  bits, the 20 bits that really matter for visu-

ally driven behavior. Of course, those few important bits 

are hidden in the raw sensory input in convoluted ways. 

The same applies to all other cases of sensory-driven 

behaviors. This process of highly selective extraction is 

appropriately called computation; indeed, many of the 

tasks that we hand to our man-made computing machines 

involve similar challenges of pattern extraction. 

 How does the brain attack this problem? At the very 

input, it converts photons into electrical signals in nerve 

cells. At the output, it converts electrical signals of nerve 

cells into movement. In fact, all the world events with 

which we interact are represented by neuronal mem-

brane potentials: sight, sound, smell, touch, speech, 

movement, sweating, and internal phenomena like 

thought, dreams, and emotions. This is a truly remark-

able step of abstraction, by which phenomena of entirely 

different physical nature are encoded with the same 

symbol set of membrane voltages. From that point on 

the brain can use general purpose devices—namely, 

neurons and synapses—to create connections between 

these world events; for example, combining sights and 

sounds to cause thoughts and speech. We sometimes 

forget the immense power of this abstraction, but it 

offers another parallel to man-made electronic comput-

ers, which similarly represent all world events by voltage 

signals. 

 In this chapter, we consider how these sensory com-

putations happen; namely, how the neurons and syn-

apses are arranged to accomplish the selective extraction 

of relevant bits from the sensory stream. We start with 

some illustrative examples of selective computation. In 

tracing this process through the associated neural cir-

cuitry, the primary tool has been measurement of 

receptive fields, and we discuss and critique this 

approach. How complex neuronal-response properties 

come about through the actual signal flow in neural 

circuits presents a more daunting challenge, and we 

cite some examples of progress in this area. Finally, we 

consider several theories of brain function that purport 

to explain why sensory computation is organized the 

way it is. Throughout, we make liberal use of examples 

from the visual system, partly because of our own expo-

sure bias, but the chapter focuses on principles thought 

to apply in the other senses as well. 

  Selectivity and invariance 

 Continuing our observation of the typist: note how his 

right thumb flicks downward only when he needs to 

type a space. So there is a motor neuron innervating 

his thumb muscle that has become a perfectly selective 

   1    Our back of the envelope reads: Six million cone 

photoreceptors, each modulated at up to 25 Hz with a signal-

to-noise ratio of 100.  
   2    One hundred words per minute, six letters per word, two bits 

of entropy per letter in the English language.  
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visual pattern detector. It fires reliably and only in 

response to visual images that look like the space 

between two words. Of course, these images can take 

on many different forms, given the varieties of hand-

writing, types of paper and ink, and illumination. The 

motor neuron is invariant to this enormous variation of 

the raw sensory stimulus. After work, the typist may ride 

home on a bicycle and his right thumb is used to flick 

a small bell on the handlebar. Now that same motor 

neuron has become a selective detector of pedestrians. 

We draw two lessons from these simple observations. 

First, the brain can indeed construct circuits that make 

single neurons perfectly selective for a high-level 

abstract feature of the sensory input. Second, this 

mapping is flexible and changes dramatically when the 

brain engages a different task or context. 

 Given that the brain can produce motor neurons 

selective for high-level features, one suspects that it may 

do so already within the sensory system, namely, prior 

to the commitment to a particular motor output: once 

individual neurons have extracted a high-level concept, 

their firing could easily be mapped into different behav-

ioral outputs, or associated with other concepts for the 

purpose of learning, memory retrieval, or thinking 

(Barlow,  1972, 2009 ; Quiroga,  2012 ). Indeed, this is the 

case. A compelling example can be found in the “face 

cells” of the macaque inferotemporal cortex (Freiwald 

& Tsao,  2010 ; Gross,  1992 ; Rolls,  1992 ; Tsao & Living-

stone,  2008 ). When the animal is presented with a 

broad variety of visual images, these neurons remain 

silent, except on presentation of a face. Some neurons 

appear selective for the faces of specific individuals. Yet 

their response to that face is largely invariant under 

widely different view angles, distances, or illumination 

conditions that result during natural interactions. The 

macaque cortex has several small regions in which the 

great majority of neurons are specialized for faces, to 

the extent where these regions can even be resolved by 

functional MRI (fMRI) imaging (Tsao, Freiwald, 

Knutsen, Mandeville, & Tootell,  2003 ). In turn, fMRI of 

human subjects suggests that they have similar regions 

dominated by face-selective neurons (Kanwisher, 

McDermott, & Chun,  1997 ). Recordings from multi-

modal areas of the human brain have suggested special-

ist neurons with even broader invariances, such as the 

“Halle Berry cell” that responded selectively both to the 

name of the actress and her image (Quiroga, Reddy, 

Kreiman, Koch, & Fried,  2005 ). 

 Selective pattern detectors have been described in 

other species, often in the context of sensory tasks that 

are an essential part of an animal ’ s behavior. For 

example, owls can localize prey on the ground based 

on sound cues alone. The information about azimuthal 

direction of the sound source comes from the time 

delay between sounds arriving at the two ears. And in 

the higher stations of the auditory system, one indeed 

finds neurons whose response is selective for a particu-

lar interaural time delay, but invariant to many other 

features of the sound waveform (Carr & Konishi,  1990 ; 

Konishi,  2003 ). Another instance arises in weakly elec-

tric fish that sense their surroundings by producing an 

oscillating electric field in the water. When two fish 

with similar oscillation frequencies approach too close, 

their signals threaten to interfere, and they shift the 

two frequencies further apart. Among the many sta-

tions of the electrosensory nervous system, one finds 

neurons whose response reports selectively the fre-

quency difference of the other fish, invariant to the 

location or orientation of the fish or even the absolute 

field frequencies (Heiligenberg,  1991 ; Rose, Kawasaki, 

& Heiligenberg,  1988 ). These two examples are 

instructive, because much has been discovered about 

the circuits that generate the selectivity (Konishi, 

 2006 ). 

 We will use these high-level pattern-detector neurons 

as a guide to understanding sensory computation. Obvi-

ously, this is not the only purpose of a sensory system. 

But in exploring how a system works, it is useful to have 

some concrete phenomenon in mind whose explana-

tion is likely to reveal something fundamental. Face 

cells—and their analogs in other species—impress us 

by the combination of selectivity and invariance. Their 

response is selective for faces, but not just one picture 

of a face; that could easily be accomplished by a tem-

plate match to the target image. Instead, they respond 

equally to images of that same face rotated, translated, 

and illuminated in all different ways. How does that 

arise? 

 First of all, one must recognize that selectivity and 

invariance per se are not unusual: every neuron has 

them. A photoreceptor is selective for light that falls 

on one point in the image, and invariant to the pattern 

of light on all the other photoreceptors. Further into 

the sensory system, each neuron receives a synaptic 

input current that represents a single scalar function 

of the sensory stimulus, and that defines its selectivity. 

The neuron ’ s response is invariant under all the myriad 

stimuli that leave this scalar function unchanged. So 

one is led to a more subtle assessment: the “face cell” is 

remarkable because its selectivity and invariance have 

been shaped so exquisitely to match a specific region 

in the space of all images that corresponds to different 

views of the grandmother ’ s face. Furthermore, its 

response is invariant under image transformations that 

profoundly alter the signals of each sensory receptor 

and most neurons in the early visual system. To 
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  Figure 28.1      A geometric view of sensory computations. 

(A) Each stimulus is a vector in a high-dimensional space, 

whose axes are defined by the excitation of all the sensory 

receptors, for example, the intensity on the 6 million cones 

in a human eye. One retinal image of a face is a point in that 

space. The same face seen under different views and illumina-

tions defines a high-dimensional surface (DiCarlo & Cox, 

 2007 ). (B) Two-dimensional stimulus space. A “face cell” 

responds only when the stimulus is in a thin, convoluted, 

shoelace-shaped region. (C) The response of a receptor as a 

function of the stimulus variables. Note the contour lines are 

straight and orthogonal to the receptor ’ s axis of sensitivity 

(here the  S  1  axis). (D) A receptive field is represented by a 

vector  L  in stimulus space. Integration of the stimulus  S  by 

this receptive field is the projection of  S  onto  L . The response 

of a linear-nonlinear (LN) neuron depends only on this pro-

jection: the contour lines of its response function are straight 

and orthogonal to  L . (E–G) How to create a shoelace-shaped 

response region in three simple steps. See text for details. 

(See color plate 24.)    

appreciate this, it is helpful to think about the space of 

stimuli in geometric terms. 

  Your eye has about 6 million cone photoreceptors. 

For daylight vision, this is the number of pixels of the 

raw visual stimulus. Suppose the image of a face appears 

on the retina: like all other retinal images, it can be 

represented as a point in an abstract space that has 6 

million dimensions (DiCarlo & Cox,  2007 ). Each coor-

dinate of that space represents the intensity on one 

photoreceptor (figure  28.1 A). Now rotate the face 

about one axis: this produces a series of stimulus points 

that trace out a curved line in the stimulus space. 

Rotate it also about another axis: now one has a two-

dimensional surface. Add several other transformations, 

like scaling, translation, illumination by a point source 

at various angles, background illumination, diverse 

facial expressions. Together these define a high-dimen-

sional and highly convoluted surface in the stimulus 

space (figure  28.1 A). The face cell fires only if the 

stimulus is on or near that surface. 

 For those few readers with difficulty imagining a 

6-million-dimensional space, let us consider a rudimen-

tary sensory system with just two receptors. The space 

of all stimuli is a two-dimensional plane (figure  28.1 B). 

Any given image is a point on that surface. The activity 

of those two receptors can be represented with two 

response functions on that surface, whose contour lines 

run straight and parallel to the axes (figure  28.1 C). But 

A

B D

E F G

C
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a hypothetical “face cell” fires only in a thin stimulus 

region that looks like a convoluted shoelace (figure 

 28.1 B). The challenge for the brain (or more aptly for 

us trying to understand the brain) is how the shoelace-

shaped selectivity region can be built from the straight-

line selectivities of the receptors. Of course, in the 

6-million-dimensional space of real face detection, this 

problem is greatly magnified.  

  Receptive fields 

 How does one go about exploring these sensory cir-

cuits? The primary approach has been to record the 

signals of single neurons along the pathway from the 

primary receptors to the high-level feature detectors. At 

each stage, one measures the properties of neuronal 

responses to sensory stimuli, in the hope that they will 

gradually approach the selectivity and invariance of the 

“face cell.” In characterizing the function of a sensory 

neuron, one would ideally like to report its response to 

any relevant sensory stimulus. Given limited experimen-

tal time, one can test only a small number of stimuli, 

and then the results must be extrapolated in a way that 

extends to stimuli outside that limited set. 

 The most common form of reporting such a summary 

of response properties is the “receptive field.” The 

meaning of this term has undergone some evolution 

over the years, adapting to increased needs and powers 

of sensory physiology. Originally applied to entire reflex 

arcs (Sherrington,  1906 ), the receptive field meant the 

area of a dog ’ s skin in which touch would trigger a 

scratch reflex. Later it was applied more specifically to 

characterize neural responses, but generalized to other 

sensory surfaces like the retina (figure  28.2 A–C), and 

even to abstract surfaces like an auditory spectrogram 

(figure  28.2 E). Then the concept was extended to allow 

for both excitation and inhibition, meaning that area 

of the sensory field in which point stimuli directly 

increase or decrease the neuron ’ s firing rate. Finally, in 

today ’ s usage, the receptive field also conveys quantita-

tive information about how much the firing rate is 

altered and with what time course. 

  In the visual system, for example, the spatiotemporal 

receptive field  L ( x ,  y ,  t ) is a function of space and time 

(sometimes also wavelength) that spells out how much 

an impulse of light at location ( x ,  y ) in the visual field 

alters the firing a time  t  later. An arbitrary stimulus can 

be constructed from a superposition of short flashes of 

light at different locations and times (Rodieck & Stone, 

 1965 ). Thus a neuron ’ s response summary should 

include a description of how these many point-like 

stimuli at different locations and times combine to 

generate the response of the neuron. When an author 

quotes just the receptive field, the best (only) guess for 

such integration is a linear summation: at any given 

time, the system sums the intensity of the point-like 

stimuli in the recent past, weighted by the amplitude of 

the receptive field. Formally, this linear summation is 

expressed as   

   g t S x y t t L x y t dt dydx
t

t

yx

( ) = − ′( ) ′( ) ′
′=−∞
∫∫∫ , , , , ,       (1)  

where  S ( x ,  y ,  t ) represents the stimulus at location ( x , 

 y ) and time  t  and  L ( x ,  y ,  t ) is the receptive field. In 

practice, one always deals with a finite number of dis-

crete locations  
�
xi     and times discretized to multiples of

some small interval  Δ  t . So the stimulus can also be rep-

resented as a vector that lists the intensities at those 

points in the recent past,   

 S = { } = −( ){ }S S x t j tij i
�

, ,Δ   (2)  

and similarly the receptive field is a vector

 L = { } = ( ){ }L L x j tij i
�

, .Δ   (3)   

 In this vector representation, the linear summation of 

stimuli becomes a simple dot product   

   g = •S L   (4)   

 The effect of any given stimulus is determined entirely 

by the projection of the stimulus vector onto the special 

direction indicated by the receptive field vector  L . In 

this way the receptive field of a sensory neuron—at least 

in this modern incarnation—identifies its axis of selec-

tivity in the abstract space of stimuli. The neuron ’ s 

response varies only along that axis, and remains invari-

ant along all orthogonal directions (figure  28.1 D). 

 How does the response vary along the special direc-

tion? Whereas the above expression for  g  can take on 

any value, a neuron ’ s response is generally limited to a 

finite range. For example, firing rates cannot be nega-

tive or exceed a biophysical limit from membrane 

refractoriness. Thus a more realistic model of sensory 

responses includes a nonlinear distortion function by 

which  g  turns into the neuron ’ s response:   

 r N g N= ( ) = •( )S L .   (5)   

 Generally,  N ( g ) has a sigmoid shape, with zero or con-

stant response for very small values of  g  and saturation 

to a maximal response at very large values. This expres-

sion for a neuron ’ s response to stimuli is often called 

the “LN model”: a linear summation of stimuli followed 

by a nonlinear response function. One can measure the 

nonlinearity  N  during the same experiment that mea-

sures the receptive field  L  (Chichilnisky,  2001 ; Ringach, 

 2004 ). A complete report that includes both receptive 

field and nonlinearity allows the reader to predict the 

neuron ’ s response to any desired stimulus. 
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  Figure 28.2      Receptive fields in various sensory systems. 

(A–C) Spatiotemporal receptive fields in the early visual 

system. Here the components of the stimulus vector  S  are the 

light intensity at different locations and time points. Any given 

stimulus vector consists of a short “movie”  S ( x ,  y ,  t ). The recep-

tive field  L ( x ,  y ,  t ) can similarly be viewed as a movie. For 

displays on paper, one often shows a single frame  L ( x ,  y ,  t  0 ) 

of this movie (panels A–B) along with the time course  L ( x  0 , 

 y  0 ,  t ) at a particular location (panel C). Note that  L  has both 

positive and negative components, meaning that light is excit-

atory (red) at some locations and times, and inhibitory (blue) 

at others. For retinal bipolar cells, ganglion cells, and tha-

lamic relay cells, the receptive fields look very similar except 

for some scaling along the spatial and temporal axes. The 

spatial profile (B) contains a center region (C) and a sur-

round region (S) in which light has opposite action. When 

displayed in three dimensions (A), this profile has the appear-

ance of a “Mexican hat.” The time course of the receptive 

field (C) is biphasic, both in the center and the surround. 

Generally, the surround response is slightly delayed relative 

to the center (C). (D) For a simple cell in primary visual 

cortex, the receptive field profile typically shows elongated 

side-by-side regions in which light has opposite action. The 

time course again is biphasic, as in panel C. (E) Spectrotem-

poral receptive field of a neuron in the auditory area field L 

of the zebra finch (Nagel & Doupe,  2008 ). Here the stimulus 

 S ( f ,  t ) is represented as a spectrogram, plotting sound power 

as a function of time and frequency. The receptive field of 

this cell shows excitatory (red) and inhibitory (blue) regions. 

Along the spectral dimension one finds a “Mexican hat” 

profile, with a central region of excitatory frequencies and 

adjacent inhibitory regions. The action of the surround is 

delayed relative to the center. In the time domain, the recep-

tive field is strongly biphasic or even triphasic. This is only 

one of many receptive field shapes encountered in this brain 

region. (F) Osmotemporal receptive field of a neuron in the 

olfactory pathway of the locust (Geffen et al.,  2009 ). Here the 

stimulus  S ( o ,  t ) is the time-varying concentration of two dis-

crete odors, octanone or hexanal. The receptive field  L ( o ,  t ) 

specifies the contribution to the response of each odor at 

different times.  Top and middle : Receptive field derived from 

experiments in which only one odor was presented at a time. 

 Bottom : Receptive field measured when both odors were varied 

simultaneously. Note the neuron ’ s response to hexanal 

changes polarity under this condition. (See color plate 25.)    
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 Figure  28.2 A–D presents typical spatiotemporal 

receptive fields encountered along the mammalian 

visual pathway. Beginning in retinal bipolar cells, the 

spatial receptive field profile shows what is called “cen-

ter-surround antagonism” (Asari & Meister,  2012 ; 

Burkhardt, Bartoletti, & Thoreson,  2011 ; Hare & 

Owen,  1990 ). This means that light in a small central 

region near the cell body has opposite effects from 

light in a larger surrounding region (figure  28.2 A–B). 

The temporal part of the receptive field shows antago-

nism in time: light in the recent past has opposite 

effects from light in the more distant past (Baccus, 

Ölveczky, Manu, & Meister,  2008 ). This is reflected in 

the biphasic time course of the receptive field (figure 

 28.2 C). Generally this time course is slightly different 

in the center and the surround, with a notable delay in 

the response to the surround (Baccus et al.,  2008 ; 

Fahey & Burkhardt,  2003 ). These same features domi-

nate the receptive fields reported for downstream 

neurons, like retinal ganglion cells (Benardete & 

Kaplan,  1997 ; Enroth-Cugell, Robson, Schweitzer-

Tong, & Watson,  1983 ; Kuffler,  1953 ; Meister & Berry, 

 1999 ) and thalamic relay neurons (Hubel & Wiesel, 

 1961 ; Reid & Shapley,  2002 ). One synapse further, in 

the primary visual cortex, the receptive fields begin to 

change (DeAngelis, Ohzawa, & Freeman,  1995 ; Hubel 

& Wiesel,  1962 ; Martinez et al.,  2005 ; Ringach,  2004 ): 

for so-called simple cells, the canonical shape consists 

of elongated side-by-side regions of opposite polarity 

(figure  28.2 D). The temporal component of the recep-

tive field again has a biphasic time course (figure 

 28.2 D). The same receptive field formalism has been 

used for other sensory modalities, and we illustrate 

examples from the auditory (figure  28.2 E) and olfac-

tory systems (figure  28.2 F). Note that in all these cases 

the dynamics look biphasic. Fundamentally, this means 

that the neurons emphasize changes in the sensory 

input. 3  

 Why does the brain use neurons with these particu-

lar receptive fields? Attempts to explain the receptive 

field shapes have been particularly effective in the 

early visual system. One theory postulates that the 

retina is concerned primarily with transmitting visual 

information efficiently through the bottleneck of the 

optic nerve (Atick & Redlich,  1992 ; Doi et al.,  2012 ; 

Graham, Chandler, & Field,  2006 ; Srinivasan, Laugh-

lin, & Dubs,  1982 ; van Hateren,  1992 ). In particular, 

this means avoiding redundancy among the signals of 

different retinal ganglion cells. The images from the 

natural world contain a great deal of correlation, 

because nearby points in space and time tend to have 

very similar intensity (Field,  1987 ). In this view, the 

retinal circuitry filters the incoming movies in space 

and time to remove those correlations. Formalizing 

this principle leads to a theory that predicts image 

filters with center-surround antagonism in space and a 

biphasic time course, bearing close resemblance to 

actual receptive fields measured in the retina. Fur-

thermore, the same theory appears to explain a list of 

performance features of the early visual system (van 

Hateren,  1993 ). This has led to widespread accep-

tance of the efficient coding idea, although some 

skeptics remain, including its earliest proponent 

(Barlow,  2001 ). For example, it appears that lateral 

inhibition in the early visual system performs much 

less redundancy reduction than should be possible 

(Pitkow & Meister,  2012 ), and there are proposals 

that it serves a different purpose (Balboa & Grzywacz, 

 2000 ). 

 Deeper into the visual system, once the coding con-

straints of the optic nerve have fallen away, receptive 

fields have been interpreted under a different perspec-

tive. Here it has been suggested that the brain seeks to 

represent the stimulus using a large population of 

neurons that are each active only rarely and are statisti-

cally independent of each other (Olshausen & Field, 

 2004 ). Such a code can help to highlight “suspicious 

coincidences” (Barlow,  1994 ) of firings in the popula-

tion, which are the hallmarks of higher-level stimulus 

structures like objects. When analyzing natural visual 

scenes by this criterion, one predicts receptive fields 

that respond selectively to edges, similar to those seen 

to excite neurons in the early visual cortex (figure 

 28.2 D; Bell & Sejnowski,  1997 ; Olshausen & Field, 

 1996 ). A similar correspondence has been noted in the 

auditory system (Smith & Lewicki,  2006 ). On the one 

hand, it is quite remarkable that an  ab initio  theory 

based only on concepts of signal coding and the statis-

tics of natural stimuli can predict with some success 

the sensory responses in living brains. On the other 

hand, the particular response features that it explains, 

namely receptive fields, do not tell the whole story of 

visual processing.  

   3    Incidentally, the biphasic time course of receptive fields 

extends even to other phylogenetic kingdoms. The dynamics 

of human photoreceptors (Schnapf, Nunn, Meister, & Baylor, 

 1990 ), bacterial chemosensory responses (Block, Segall, & 

Berg,  1982 ), and light responses of fungi (Lipson,  1975 ) all 

follow the same time course, except for a scaling of the time 

axis. It is tempting to postulate this as a universal law, 

presumably related to the need of all living things to detect 

changes in their environment. Someday, life will be discovered 

on other planets. While those creatures may or may not be 

based on carbon chemistry, it is a safe bet that they have 

biphasic sensory responses.  
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  Limits of receptive field analysis 

 For all its sophistication, the method of receptive field 

measurement—even in its modern embodiment by the 

LN model—ultimately delivers only partial insights into 

sensory computations. We focus here on four com-

monly noted limitations. 

 First, the LN model for a given neuron often 

accounts for only a portion of its neural response. This 

can be tested directly by comparing the firing rate pre-

dicted from the receptive field and nonlinearity (Eq. 

5) with the actual firing rate. Often this prediction 

works well when one uses simple artificial stimuli, with 

limited or tightly defined spatial and temporal struc-

ture (Chichilnisky,  2001 ; Keat, Reinagel, Reid, & 

Meister,  2001 ). But when natural stimuli are used as 

inputs, the simple receptive field models often fail dra-

matically (David, Mesgarani, Fritz, & Shamma,  2009 ; 

Machens, Wehr, & Zador,  2004 ; Mante, Bonin, & 

Carandini,  2008 ; Sharpee, Miller, & Stryker,  2008 ). 

Such complex stimuli seem to engage pathways that go 

beyond linear summation. As an example, consider the 

“object motion sensitive” ganglion cells found in the 

vertebrate retina (Baccus et al.,  2008 ; Ölveczky et al., 

 2003 ; van Wyk, Taylor, & Vaney,  2006 ; Zhang, Kim, 

Sanes, & Meister,  2012 ). These neurons fire selectively 

when an object moves with a trajectory different from 

that of the background. This response is largely invari-

ant to the pattern on the object. But the cells remain 

silent when the entire retinal image moves in concert. 

This complex response function is of obvious utility for 

detecting prey or predator within the visual scene. But 

it cannot be formulated in terms of an LN model. 

 Second, receptive fields are fickle and can change on 

a moment ’ s notice. One finds very commonly that a 

simple change in the stimulus environment—going 

from dim to bright lights, or from soft to loud sounds, 

or from one to two odors—elicits substantial changes 

in the receptive field (Bair,  2005 ; Geffen, Broome, 

Laurent, & Meister,  2009 ; Geffen, de Vries, & Meister, 

 2007 ; Gilbert & Li,  2013 ; Mante et al.,  2008 ; Nagel & 

Doupe,  2006 ; Theunissen, Sen, & Doupe,  2000 ; figure 

 28.2 F). The LN model may well produce acceptable fits 

to the response under one stimulus environment, but 

changing the environment leads to entirely different 

results for L and N. Sometimes these changes can be 

interpreted as “adaptation” to the new environment 

(Hosoya, Baccus, & Meister,  2005 ; Shapley & Enroth-

Cugell,  1984 ; Wark, Lundstrom, & Fairhall,  2007 ), but 

they are a clear indicator that the actual computation 

performed by the system is more intricate than the LN 

model. If one knew the true nature of that computa-

tion, there would be no need to invoke “adaptation” 

(Borst, Flanagin, & Sompolinsky,  2005 ; Garvert & 

Gollisch,  2013 ; Ozuysal & Baccus,  2012 ). 

 Third, the sensory computation expressed by the LN 

model is rather primitive. It seems implausible a priori 

that neurons many synapses into the brain are still con-

cerned with a simple weighted summation of stimuli. 

For example, the receptive fields quoted for neurons 

along the mammalian visual pathway are remarkably 

similar. There is virtually no change from retinal bipolar 

cells to thalamic relay neurons: they all have spatial 

profiles shaped like “Mexican hats” with opposite effects 

from light in the center and surround, and a biphasic 

temporal profile (figure  28.2 A–C). Some change in the 

spatial profile appears at the level of primary visual 

cortex, where the antagonistic regions tend to lie side 

by side rather than concentrically (figure  28.2 D). This 

reflects a rather modest computational accomplish-

ment, given the enormous amount of neural machinery 

that is engaged, including no fewer than 70 different 

neuron types in the retina alone. One gets the suspicion 

that these receptive field measurements have very little 

to do with what these circuits really accomplish. In the 

vertebrate retina, we now know that many of the 

approximately 20 types of retinal ganglion cell perform 

quite sophisticated image computations (Field & Chi-

chilnisky,  2007 ; Gollisch & Meister,  2010 ), which become 

apparent under more ecologically relevant stimuli. Yet 

when probed with the white-noise flicker stimulus that 

is popular for receptive field measurements, these RGCs 

will always hide their true personality under a modest 

sombrero. 

 Finally, and perhaps most fundamentally, receptive 

field analysis of this type simply does not help much in 

understanding interesting computations, such as those 

leading to face cells. This is because the LN neuron 

has a trivially simple invariance. Its response varies 

along a single direction in stimulus space (the vector  L  

in Eq. 5), and it remains invariant to all the directions 

orthogonal to it. This basic limitation is independent 

of the form of the nonlinearity  N . In our reduced two-

receptor system (figure  28.1 D), the response function 

of any LN neuron has straight and parallel contour 

lines. Given such a straight-laced neuron, we are no 

closer to constructing the curly response space of a 

face cell (figure  28.1 B) than we were with the original 

sensory receptors. At best, such a neuron can offer a 

local tangent to the desired response region. But 

within the receptive field formalism, one cannot 

explain why the region should bend around from one 

tangent to the next. So from the standpoint of stimulus 

geometry, the receptive field of any LN neuron has the 

same complexity as that of a sensory receptor, and is 

no more helpful in explaining the advanced stimulus 
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selectivities one encounters at the higher echelons of 

sensory systems.  

  Beyond receptive fields 

 Experimentally, there have long been indications that 

the receptive field alone cannot account for sensory 

neuron responses, even early in the sensory circuits. For 

example, stimuli that on their own do not elicit a 

response—and thus fall outside the receptive field—

can often modulate the responses in powerful ways. 

When a simple cell in primary visual cortex is probed 

with short line segments as stimuli, it has a compact 

receptive field with elongated response regions (figure 

 28.2 D). But if one adds another line segment outside 

this receptive field, the response changes dramatically 

depending on whether the segments are collinear or 

not (Kapadia, Ito, Gilbert, & Westheimer,  1995 ). Simi-

larly, the response of a retinal ganglion cell can be 

powerfully suppressed by stimulus movement in distant 

regions on the retina, far outside the receptive field 

(Baccus et al.,  2008 ; Roska & Werblin,  2003 ). These and 

similar response components have been described as 

the “extraclassical” receptive field, or “surround effects,” 

or “contextual influences” (Fitzpatrick,  2000 ). Presum-

ably these effects contribute to bending a neuron ’ s 

response surface. This gets us closer to explaining 

sensory computation, and indeed for that goal the 

extraclassical effects are more important than the neu-

ron ’ s receptive field alone. 

 Given the importance of characterizing a neuron ’ s 

response beyond a single receptive field, how can 

those additional components be treated in a formal 

analysis?

   1.     One approach is to experiment in a stimulus space 

of reduced dimensionality, for example, with just two 

independent stimulus components (figure  28.1 B). 

Within that space, one can then map out a neuron ’ s 

response region in complete detail (Bolinger & Gollisch, 

 2012 ; Gollisch, Schutze, Benda, & Herz,  2002 ). A recent 

study on retinal ganglion cells showed that their 

response regions are often highly curved, and that dif-

ferent cell types produce opposite curvatures in the 

same part of stimulus space (Bolinger & Gollisch,  2012 ). 

These could serve as primitive parts for constructing a 

more complex response region.  

  2.     Alternatively, one can maintain the full dimension-

ality of the stimulus space, but ask whether there exists 

a subset of these directions  L   i   that can affect the neu-

ron ’ s response. A formal framework for such responses 

is the multi-LN model:   

    r N g g Nn n= ( ) = • •( )1 1, , , , .… …S L S L       (6)      

 Here the stimulus  S  is projected onto  n  different vectors 

 L   i  , producing  n  scalars  g i  . Then the response is com-

puted as a nonlinear function of all these variables 

(figure  28.3 A). There are principled methods for dis-

covering the special vectors  L   i   (Marmarelis & Orme, 

 1993 ; Schwartz, Pillow, Rust, & Simoncelli,  2006 ), and 

indeed many sensory neurons probed this way have 

more than one special direction in stimulus space 

(Fairhall et al.,  2006 ; Maravall, Petersen, Fairhall, 

Arabzadeh, & Diamond,  2007 ; Rust, Schwartz, Movshon, 

& Simoncelli,  2005 ; Slee, Higgs, Fairhall, & Spain,  2005 ; 

Touryan, Lau, & Dan,  2002 ). Already the simple process 

of spike generation, which turns a membrane current 

into action potentials, involves two special directions 

(Agüera y Arcas, Fairhall, & Bialek,  2003 ). These 

methods can serve to identify a relevant subspace in 

which the neuron ’ s computation seems to take place. 

However, mapping out the nonlinearity  N (…)    in the 

response function is a challenge when it depends on 

more than two variables. Moreover, if it is simple enough 

to characterize this way, the mathematical form of this 

response function is still rather restrictive, and implau-

sible a priori for neurons deep into a sensory system.

   3.     A third approach is to model the neural system as 

a cascade of LN stages leading up to the sensory neuron 

in question (French & Korenberg,  1989 ; Mante et al., 

 2008 ; Shapley & Victor,  1981 ; van Hateren, Ruttiger, 

Sun, & Lee,  2002 ). The structure of such a model can 

be inspired by what is known about the anatomy of the 

circuits. For example, in modeling retinal ganglion cell 

responses, one would include circuit elements like 

bipolar cells and amacrine cells with their known syn-

aptic relationships (Baccus et al.,  2008 ; Chen et al., 

 2013 ; Gollisch & Meister,  2008 ; Greschner, Thiel, Kretz-

berg, & Ammermüller,  2006 ; figure  28.3 B). Each circuit 

element performs a simple LN operation on its inputs. 

Yet a cascade of such simple units—including diver-

gence, convergence, and feedback of signals—can in 

principle compute arbitrarily complex functions of the 

stimulus (Cybenko,  1989 ). This modeling approach has 

been successful in capturing many “extraclassical” 

response features (Gollisch & Meister,  2010 ). It also 

offers a useful linkage to the actual neural circuits that 

are the biophysical substrate of all these computations.      

  Expanded nonlinear representations 

 With these insights, we can now return to the simple 

two-receptor system considered above, and ask: how 

could one construct a neuron with a curved and con-

voluted response region? One very simple approach is 

to first construct a population of neurons that have 

small, local, almost point-like response regions in 
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stimulus space. Then one can combine a suitable col-

lection of these to create a neuron with an arbitrary 

response region. 

 In principle, this can be achieved in three steps 

(figure  28.1 E–G):

   1.   For each of the two stimulus axes, create  n  neurons

that respond to only a small range along that axis (e.g., 

neurons  A  and  B  in figure  28.1 E).  

  2.   Combine such neurons from each axis with a

logical AND to create a large population of  n  2  neurons 

that each respond in a tiny region of the stimulus space 

(neurons  C i   in figure  28.1 F; for example, neuron  C  1  

responds only when stimulus intensity  S  1  is medium and 

intensity  S  2  is maximal).  

  3.   Combine many of these by a logical OR to create

a neuron with a thin and convoluted response region 

(neuron  D  in figure  28.1 G).    

 Note that the neurons from step 1 can still be described 

by an LN model—though with an unconventional 

hump-shaped nonlinearity—and thus have a defined 

receptive field, whereas this is no longer the case for 

the neurons in step 2. A key ingredient of this scheme 

is the dramatic expansion of the neural population. 

Starting with just two receptor neurons, after step 2 the 

stimuli are represented by  n  2  neurons. This is followed 

by an equally dramatic contraction in step 3, which 

yields a neuron with complex response function. 

 Indeed, one can find such extreme expansions and 

contractions in several sensory systems. For example, in 

the retina, one cone photoreceptor connects to  ∼ 10 

bipolar cells (Wässle, Puller, Muller, & Haverkamp, 

 2009 ), and each bipolar cell in turn has many synaptic 

terminals. Each of these terminals may receive a differ-

ent set of amacrine cell inputs, resulting in different 

response properties (Asari & Meister,  2012 ; Baden, 

Berens, Bethge, & Euler,  2013 ). Finally, a retinal gan-

glion cell pools over a select subset of all these bipolar 

cell terminals to construct its specific response function 

(Gollisch & Meister,  2010 ). From the retina to primary 

visual cortex, one finds another expansion in the 

neuron number by a factor of  ∼ 100. At the same time, 

the activity in these cortical populations becomes more 

and more sparse (Barth & Poulet,  2012 ; Hromadka & 

Zador,  2009 ; Isaacson,  2010 ; Olshausen & Field,  2004 ; 

Wolfe, Houweling, & Brecht,  2010 ): whereas natural 

stimulation will drive early sensory neurons to fire much 

of the time, neurons in the cortex are active more 

rarely, with an average spike rate estimated at only one 

to three spikes per second (Attwell & Laughlin,  2001 ; 

Lennie,  2003 ). Of course, each cortical neuron pools 

several thousand of such inputs to construct its own 

response space. A similar expansion into a sparsely 

  Figure 28.3      Response models beyond the receptive field. 

(A) Multi-LN model. Here the stimulus,  S , is processed lin-

early through multiple parallel filters. Their outputs are then 

combined in a single static nonlinearity, yielding the response, 

 R . (B) Circuit model with a cascade of LN stages that may be 

arranged in series or parallel, including feedforward and 

feedback pathways. This example takes inspiration from 

retinal circuitry, and each participating neuron type (On and 

Off bipolar cells, BC; amacrine cells, AC; ganglion cells, GC) 

is represented by a simple LN model: a weighted summation 

of inputs (weights  w i  ) followed with a temporal filter and a 

nonlinear response function. With appropriate choice of 

those parameters, the circuit makes quantitatively accurate 

predictions for the response of the so-called object motion 

sensitive ganglion cells that sense differential motion between 

foreground and background (Ölveczky et al.,  2003 ). (See 

color plate 26.)    

A

B
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active population has been demonstrated in the insect 

olfactory system: From the second-order to third-order 

neurons in this circuit, the number of distinct response 

types in the population increases, and the activity within 

each type decreases dramatically (Laurent,  2002 ). 

 As illustrated above, the purpose of such a nonlinear 

expansion may be to allow for construction of complex 

response functions in the subsequent pooling stage. 

Interestingly, this does not require a careful design of 

response functions in the expanded representation. 

Even random combinations of features are sufficient to 

construct very complex response spaces (Rigotti, Ben 

Dayan Rubin, Wang, & Fusi,  2010 ). However, the non-

linearity is essential: only by bending the input into 

higher dimensions can linear projections produce a 

different outcome than on the original space. Surpris-

ingly, only one layer of nonlinear neurons is required 

to generate any arbitrary function (Cybenko,  1989 ), 

although this may require a huge expansion and deli-

cate cancellations in the subsequent convergence. A 

much better use of neural resources appears to be a 

series of nonlinear expansions and linear projections, 

an architecture that is generally described as a “deep 

network” (Bengio, Courville, & Vincent,  2013 ). 

 This kind of architecture forms the basis of an influ-

ential model of sensory processing leading to object 

detection (Mel,  1997 ; Riesenhuber & Poggio,  1999 ; 

Serre, Oliva, & Poggio,  2007 ). According to this model, 

the brain constructs complex percepts by a sequence of 

linear and nonlinear operations. The linear operations 

reduce the dimensionality of the input to encode only 

the presence of particular patterns, generating selectiv-

ity. The nonlinear operations compute the maximum 

over similar patterns that differ only by a transforma-

tion like shifting or rotation, thereby generating invari-

ance to that transformation. A cascade of these 

operations can develop sensitivity to complex combina-

tions of object features, while retaining invariance to 

changes in viewpoint, scale, or illumination (see chapter 

30 by Nicole Rust, this volume). 

 Thus we have arrived at a plausible model to explain 

the puzzling phenomenon of “face cells” that motivated 

our foray, though it should be said that the computa-

tional models don ’ t yet match human performance on 

such tasks (DiCarlo, Zoccolan, & Rust,  2012 ). Along the 

way we learned that the measurement of receptive 

fields—perhaps the single most common activity in 

sensory neuroscience—is of limited use for understand-

ing how sensory computations arise. It needs to be 

extended with more intricate and flexible models of 

neural responses. Ultimately, the most effective model-

ing strategy will be to actually understand the neural 

circuits that underlie the responses: the arrangement 

of physiological cell types, their connectivity, synaptic 

integration, and the patterns of signal flow. This paral-

lel pursuit of structural and functional information has 

greatly helped in understanding peripheral sensory cir-

cuits, like retina and olfactory bulb, and will ultimately 

be essential to cracking the mysteries of cortical circuits 

as well.  
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